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Abstract Many different degradation reactions of chlori-
nated hydrocarbons are possible in natural groundwaters. In
order to identify which degradation reactions are important,
a large number of possible reaction pathways must be sorted
out. Recent advances in ab initio electronic structure meth-
ods have the potential to help identify relevant environmental
degradation reactions by characterizing the thermodynamic
properties of all relevant contaminant species and intermedi-
ates for which experimental data are usually not available, as
well as provide activation energies for relevant pathways. In
this paper, strategies based on ab initio electronic structure
methods for estimating thermochemical and kinetic proper-
ties of reactions with chlorinated hydrocarbons are presented.
Particular emphasis is placed on strategies that are computa-
tionally fast and can be used for large organochlorine com-
pounds such as 4,4′-DDT.

Keywords Chlorinated hydrocarbons · CCl4 · DDT · PCE ·
TCE · DDT · Isodesmic reactions · Dissociative electron
attachment reactions

1 Introduction

The widespread use of polychlorinated hydrocarbons (PCHs)
as industrial solvents has resulted in their ubiquitous presence
in the environment. The potential health risks to the public of
these toxic and carcinogenic compounds being in the ground-
water makes knowing their environmental fate extremely
important. Due to their volatility, these toxic compounds are
widely dispersed at low concentrations in the atmosphere [1].
In the subsurface, their immiscibility leads to pools and gan-
glia of nonaqueous phase liquid below a spill site, which then
become a source for dissolved-phase contamination that can
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form a very large plume of contaminated groundwater [2].
This sort of contamination is difficult to remediate using con-
ventional extraction technologies such as “pump and treat”
[3,4], and, therefore, there is great interest in understanding
degradation reactions that determine the environmental fate
of chlorinated hydrocarbons.

Several chemical reactions have been hypothesized to
contribute to the environmental degradation of PCHs includ-
ing hydrogenolysis, dehydrochlorination, nucleophilic sub-
stitution, and hydrolysis [5,6]. One of the key degradation
pathways for PCHs in anaerobic groundwater environments
is reductive dechlorination (i.e., hydrogenolysis). This is one
of the most studied reactions in environmental science
because in-situ remediation strategies that degrade PCHs,
whether they be chemical or microbiological, rely mainly on
reductive reactions for dechlorination of the contaminants
[5,7–18]. The hydrogenolysis mechanism involves two elec-
trons and a proton and results in the formation of a chloride
ion and of a new C–H bond.

R–Cl+ 2e− + H+ → R–H+ Cl− (1)

This two electron-transfer reaction most likely occurs in two
sequential steps. The first electron-transfer results in the dis-
sociation of a chloride anion and the formation of a radical.

R–Cl+ e− → R• + Cl− (2)

The second electron transfer leads to the protonation of the
radical to form R–H.

R• + e− + H+ → R–H (3)

It is believed that the rate-limiting step in hydrogenolysis is
the first electron reduction [(Eq. (2)]. For C2 compounds,
often in parallel with hydrogenolysis, especially above pH 8,
dehydrochlorination may be significant, converting an alkane
into an alkene.

HR2C–CR2Cl+ OH− → R2C CR2 + H2O+ Cl− (4)

This reaction is generally believed to occur by a bimolecular
E2 elimination in which OH− abstracts the proton away from
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Fig. 1 Possible degradation reaction pathways for CCl4

the central carbon with concerted loss of chloride from the
trichloromethyl carbon [6,19].

In addition to reduction and elimination reactions, nucleo-
philic substitution reactions can lead to dechlorination by
substitution with a variety of anions Nu−; mainly OH−, but
also SH−,HCO−3 ,F−, etc.

R–Cl+ Nu− → R–Nu+ Cl− (5)

Previous work has shown that a wide variety of these de-
chlorinations by nucleophilic substitutions is thermodynam-
ically favorable for simple chlorinated hydrocarbons such
as CCl4 [20,21]. Even if nucleophilic substitution reactions
are expected to be slow in terms of kinetics and are not usu-
ally considered as degradation pathways, these reactions may
become important on time scales relevant to groundwater sys-
tems [4,6]. In the case of OH−, the nucleophilic substitution
reaction, Eq. (6), results in an chloro-alcohol,

R–CCl3 + OH− → R–CCl2OH+ Cl− (6)

R–CCl2OH→ R–CCl( O)+ H+ + Cl− (7)

R–CCl( O)+ OH− → R–COOH+ Cl− (8)

and the subsequent reactions, Eqs. (7) and (8), which are
expected to be fast, combine to produce a carboxylic acid [6].

As shown in Fig. 1, even for relatively simple chlori-
nated hydrocarbons such as CCl4, an enormous number of
reaction pathways are possible in natural groundwaters. In
order to identify which degradation reactions are important,
a large number of possible reaction pathways must be sorted
out. There have been few detailed studies of these reactions,
and many of the basic parameters (including thermodynamic
heats of reaction, free energies of solvation, and kinetic rates)
needed for a critical evaluation of reaction pathways are not
known for a large number of chlorinated hydrocarbons, and

obtaining all the needed basic parameters from experimen-
tal measurements will be an extremely laborious task. Ab
initio electronic structure methods have the potential to help
identify important environmental degradation reactions by
characterizing the thermodynamic properties of all relevant
contaminant species and intermediates for which experimen-
tal data is usually not available, and provide activation ener-
gies for relevant pathways.

Several groups have been applying computational chem-
istry methods to study the environmental degradation of sim-
ple and larger PCHs [20–38]. In this paper a brief account
of strategies based on ab initio electronic structure meth-
ods currently being used for estimating the thermochemical
properties of PCH degradation reactions is presented. Partic-
ular emphasis is placed on strategies that are computationally
fast and can be used for large compounds such as 4,4′-DDT.
We start by presenting strategies for estimating the thermo-
dynamics (in the gas phase and aqueous solution) of PCHs
and intermediates of hydrogenolysis, dehydrochlorination,
nucleophilic substitution, and hydrolysis reactions, includ-
ing the radicals, anions, and radical anions. Our focus is on
obtaining accurate predictions of the enthalpies and free ener-
gies of reactions under ambient conditions. On the basis of
these calculated thermodynamic estimates, the overall reac-
tion energetics (in the gas phase and aqueous phase) can be
determined. Equally important in understanding these reac-
tions are the height and shape of activation barriers existing
between the reactants and products. The large number of pos-
sible PCH degradation reactions precludes an all-inclusive
discussion of methods for estimating the kinetics. Here we
focus our discussion on a strategy currently being used by
the author for estimating kinetics of the dissociative electron-
transfer reaction, Eq. (2), which is the expected rate-limiting
step in the hydrogenolysis. Finally, we conclude with a per-
spective on future directions.
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2 Strategies for estimating thermodynamics

The main purpose of this section is to illustrate how computa-
tional chemistry methods can be used to estimate thermody-
namics for reactions involving PCHs. The strategy discussed
here for estimating the solution-phase reaction energies
makes use of several different types of calculations includ-
ing ab initio electron structure calculations, isodesmic reac-
tions, gas-phase entropy estimates, and continuum solvations
models. To estimate reaction energies separate computational
steps are used to determine the electronic energy differences,
entropy, and solvation. First the enthalpies of formation of
all gas-phase species in the reaction are calculated followed
by the calculation of their entropies. These combined calcu-
lations yield the gas-phase free energy. Then, the solvation
energies of all species in the reaction are calculated. The
solvation calculations account for the effect of solvent on
gas-phase energetics. The desired results, reaction energies
in both the gas phase and solution phase, can now be esti-
mated because the necessary thermodynamic quantities are
known either from experiment or obtained from the calcula-
tions described herein.

Strategies outlined in this section have been used by the
author to estimate thermodynamic parameters,�Ho

f (298 K),
So (298 K), and �Gs (298 K), for numerous PCHs includ-
ing substituted chlorinated methanes, substituted chlorom-
ethyl radicals and anions, 4,4′-DDT and its metabolites, and
polychloroethylene-yl radicals, anions, and radical anion
complexes [20,22–24]. A partial compilation of this data is
given in Tables 1–3.

2.1 Estimating �Ho
f (298 K ) using G2 methods

and isodesmic reactions

The development of a computational scheme that can accu-
rately predict the enthalpy of formation �Ho

f (298 K) re-
quires some care. The most basic strategy in which �Ho

f
(298 K) is determined by directly calculating the atomiza-
tion energy only works when very large basis sets such as the
correlation-consistent basis sets, high-level treatments of cor-
relation energy such as coupled cluster methods (CCSD(T))
[39–41], and small correction factors such as core-valence
correlation energies and relativistic effects are included in the
ab initio electronic structure calculation. Even though high-
level ab initio electronic structure calculations have been
shown to be able to estimate �Ho

f (298 K) of small halo-
genated [30] and other molecules [40,42–47] within a few
kcal/mol, these methods are extremely demanding, scaling
at least as N7 for N basis functions, and are currently limited
to molecules of up to eight first-row atoms.

In contrast, lower-level ab initio (i.e., Hartree–Fock, MP2)
and Density Functional Theory [48,49] calculations (i.e.,
LDA [50], BPW91 [51,52], PBE96 [53], PBE0 [54], and
B3LYP [55,56]) are much more computationally efficient
and can be used to calculate a wide class of molecules con-
taining hundreds of atoms on modest computational resources.

Unfortunately, such lower-level calculations cannot be used
to directly calculate �Ho

f (298 K) using atomization ener-
gies because these calculations have large errors. Examples
of directly calculating�Ho

f (298 K) using low-level theories
are shown in Table 4. Calculated in this way the differences
found between the different levels of ab initio theory are very
large. These examples demonstrate that care must be taken
in choosing the appropriate method for calculating heats of
formation from total atomization energies.

A number of phenomenological approaches have been
developed to improve the accuracy of lower-level ab initio
and density functional theory methods. In general all these
approaches make use of empirical additivity rules for molecu-
lar properties. As pointed out by Benson in his classical book
Thermochemical Kinetics [57], it has been known for some
time that a number molecular properties of larger molecules,
including its refractive index, UV and IR absorption, mag-
netic susceptibility, entropy, molar heat capacity, and heats
of formation, can be thought of as being roughly made up
of additive contributions of atoms, bonds, or collections of
atoms and bonds (i.e., functional groups) of the molecule. The
physical basis of such an empirical finding is not completely
clear, however, it has been speculated to be a consequence of
the fact that the forces between additive groups in the same
or different molecules are very short range and rarely extend
beyond a few angstroms.

One popular approach for estimating enthalpies of for-
mation �Ho

f (298 K) of covalently bonded molecules is the
G2 method of Curtis et al. [58,59] and the subsequent vari-
ants G2(MP2), G3 [60], and G3(MP2). The G2 classes of
methods correct errors associated with the calculation atom-
ization energies by using an additivity correction scheme.
These calculations are still computationally very intensive,
but molecules containing as many as 15–20 first- and second-
row atoms can be computed. The accuracy of G2 methods
which contain empirical parameters is quite good, reproduc-
ing atomization energies to usually within a few kcal/mol for
many molecules as shown in the sixth column of Table 1.
However, even at the G2 level, it is not always possible to
calculate the heat of formation to within ±1 kcal/mol and
other methods can have even more difficulty. For example,
the G2 value for �Hf (CF4) at 0 K is −227.2 kcal/mol [58]
as compared to the JANAF value of −221.6 ± 0.3 kcal/mol
[61], an error of 5.6 kcal/mol. Similarly, the G2 value for
�Hf (C2F4) at 0 K is –164.8 kcal/mol [58], compared to the
experimental value of −157.5 ± 0.7 kcal/mol [61], an error
of 8.2 kcal/mol. It is useful to note that the G2 values are
more negative (higher atomization energy) than the experi-
mental ones. However, the G2 method is significantly better
than many other methods for calculating heats of formation
based on atomization energies.

Another standard approach for estimating enthalpies of
formation�Ho

f (298 K) is to use isodesmic reaction schemes.
This strategy is computationally tractable for large molecules
and is usually accurate to within a few kcal/mol. Isodesmic
reactions are (hypothetical) chemical reactions in which there
are an equal number of like bonds (of each formal type) on
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Table 1 Gas-phase thermodynamic parameters from isodesmic reaction and G2 calculations for the substituted chlorinated methanesa,b,c

C1 compounds �Ho
f (298.15 K) (kcal/mol) (isodesmic) �Ho

f (298.15 K) �Ho
f (298.15 K)

(atomization) (exp)

LDA/ BP91/ B3LYP/ MP2/ G2
DZVP2 DZVP2 DZVP2 cc-pVDZ

CCl3F −72.35 −68.57 −67.10 −69.43 −72.50 −69.00e

CCl2HF −70.15 −67.10 −65.76 −63.97 −67.70e

CClH2F −64.36 −62.61 −61.72 −54.96 −65.11 −62.60e

CH3F −58.23 −56.00e

CCl3OH −69.21 −65.15 −64.01 −69.43 −68.35
CHCl2OH −64.36 −62.60 −61.62 −63.97 −64.16
CH2ClOH −54.87 −54.09 −53.70 −54.96 −59.79
CH3OH −49.26 −47.96g

CCl3SH −11.86 −8.68 −7.64 −13.40 −12.95
CHCl2SH −11.07 −8.66 −7.92 −11.48 −11.52
CH2ClSH −6.66 −5.44 −5.20 −7.01 −6.98
CH3SH −4.76 −5.34g

CCl3 (HCO3) −149.97 −145.53 −144.09 −150.79
CHCl2 (HCO3) −153.70 −150.73 −149.45 −154.11
CH2Cl (HCO3) −150.33 −148.53 −147.59 −149.82
CH3 (HCO3) −144.61 −145.1o

S◦ (cal/mol-K) S◦ (cal/mol-K) (exp)

LDA/ BP91/ B3LYP/ MP2/
DZVP2 DZVP2 DZVP2 cc-pVDZ

CCl3F 74.143 74.594 74.205 73.688 74.030e

CCl2HF 70.139 70.436 70.184 69.850 70.088e

CClH2F 63.222 63.393 63.260 63.082 63.196e

CH3F 53.262 53.324 53.258 53.202 53.260e

CCl3OH 78.053 78.412 77.967 77.123
CHCl2OH 72.066 72.269 72.017 71.356
CH2ClOH 63.162 63.3289 63.205 63.029
CH3OH 57.073 57.101 57.068 56.706 57.316g

CCl3SH 81.348 81.673 81.220 80.514
CHCl2SH 75.456 75.691 75.241 74.700
CH2ClSH 69.745 71.979 69.978 68.886
CH3SH 60.618 60.630 60.614 60.409 60.987g

CCl3 (HCO3) 99.217 100.066 99.307 98.535
CHCl2 (HCO3) 95.504 96.130 95.573 95.027
CH2Cl (HCO3) 88.022 88.515 88.105 87.684
CH3 (HCO3) 78.362 78.632 78.230 78.039

�GS(kcal/mol)d

LDA/ BP91/ B3LYP/ MP2/
DZVP2 DZVP2 DZVP2 cc-pVDZ

CCl3F 4.72 4.88 4.80 4.64 2.73h

CCl2HF 1.28 1.11 1.21 0.92 0.98i

CClH2F 0.40 0.44 0.23 0.07 1.12i

CH3F 1.62 1.66 1.43 1.45 1.57i

CCl3OH −2.15 −1.71 −1.79 −1.36
CHCl2OH −5.96 −5.49 −5.58 −6.03
CH2ClOH −6.79 −6.24 −6.48 −6.35
CH3OH −3.65 −3.19 −3.34 −2.81 −3.19j

CCl3SH 2.72 3.05 3.16 2.92
CHCl2SH −0.37 −0.06 0.3 −0.28
CH2ClSH −1.37 −1.06 −1.08 −1.14
CH3SH 0.42 0.64 0.71 0.74
CCl3 (HCO3) −3.68 −2.80 −3.13 −3.77
CHCl2 (HCO3) −4.57 −3.85 −5.43 −4.60
CH2Cl (HCO3) −7.30 −6.51 −7.05 −7.47
CH3 (HCO3) −5.66 −5.26 −5.65 −5.56

a All values used in this table were taken from [20]
b DZVP2 [104] basis set used for LDA, BPW91, and B3LYP; cc-pVDZ [105–110] basis set used for MP2
c All calculations in this table used the Gaussian98 program package [65]
d PCM model calculations [70–73] with cavity defined by united atom model [111]
e Experimental reference [112]
o Experimental reference [113]
g Experimental reference [88]
h Experimental reference [114]
i Experimental reference [115]
j Experimental reference [116]
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Table 2 Gas-phase thermodynamic parameters from isodesmic reaction and G2 calculations for the substituted chlorinated methyl radicals a,b,c

C1 radicals �Ho
f (298.15 K) (kcal/mol) (isodesmic) �Ho

f (298.15 K) �Ho
f (298.15 K)

(atomization) (exp)
LDA/ BP91/ B3LYP/ MP2/ G2 G2

DZVP2 DZVP2 DZVP2 cc-pVDZ

CCl•3 11.57 14.54 16.12 18.42 17.15 17.45 14.1 . . . 19.12e

CHCl•2 16.68 20.42 21.82 23.50 21.82 21.74 21.27 . . . 28.2e

CH2Cl• 24.66 27.19 28.10 28.40 27.61 27.63 24.14 . . . 31.31e

CCl2F• −27.48 −25.07 −23.30 −21.75 −21.84 −23.50 −22 . . . 25.10e

CHClF• −20.64 −17.74 −16.19 −15.64 −15.18 −16.69 −14.51 . . .− 15e

CH2F• −10.71 −8.39 −7.36 −7.54 −6.35 −7.58 −7.65 . . .− 8e

CCl2OH• −26.83 −24.13 −22.45 −20.60 −22.21 −21.40
CHClOH• −18.24 −14.93 −13.33 −12.45 −8.38 −12.20
CH2OH• −8.56 −5.59 −4.61 −4.04 −3.36 −3.65 2± 1e

CCl2SH• 22.44 26.11 27.82 29.30 28.76 29.72
CHClSH• 27.68 31.45 33.01 35.24 33.68 34.71
CH2SH• 33.80 36.41 37.28 40.12 38.26 39.84
CCl2 (HCO3)

• −112.49 −109.55 −107.84 −104.89 −106.20 −104.63
CHCl (HCO3)

• −107.89 −105.12 −103.55 −101.37 −102.01 −100.51
CH2 (HCO3)

• −101.96 −99.97 −98.70 −96.37 −96.05 −98.56

S◦ (cal/mol-K) S◦ (cal/mol-K)
(exp)

LDA/ BP91/ B3LYP/ MP2/
DZVP2 DZVP2 DZVP2 cc-pVDZ

CCl•3 71.99 72.19 72.12 71.61 70.94o

CHCl•2 63.56 63.71 63.66 63.53
CH2Cl• 58.68 60.54 61.80 57.05
CCl2F• 71.29 71.55 71.35 71.03
CHClF• 64.14 64.24 64.14 63.96
CH2F• 56.87 56.51 56.41 56.11
CCl2OH• 71.43 71.678 71.48 71.09
CHClOH• 66.03 66.15 65.99 65.51
CH2OH• 57.90 57.57 57.49 57.08
CCl2SH• 78.11 78.07 78.08 75.93
CHClSH• 70.29 70.19 69.86 69.34
CH2SH• 63.56 60.59 60.51 61.37
CCl2 (HCO3)

• 88.05 88.86 88.24 87.46
CHCl (HCO3)

• 81.56 82.41 82.05 81.77
CH2 (HCO3)

• 73.90 72.86 72.60 73.03

�GS(kcal/mol)d

LDA/ BP91/ B3LYP/ MP2/
DZVP2 DZVP2 DZVP2 cc-pVDZ

CCl•3 4.44 4.68 4.60 4.30
CHCl•2 1.86 1.91 1.85 1.04
CH2Cl• 1.81 1.71 1.66 1.29
CCl2F• 4.04 4.15 4.03 3.72
CHClF• 0.58 0.66 0.50 −0.02
CH2F• 1.03 1.03 0.86 0.79
CCl2OH• −2.91 −2.30 −2.40 −2.35
CHClOH• −5.93 −5.23 −5.39 −5.47
CH2OH• −4.16 −3.44 −3.53 −2.95
CCl2SH• 2.36 2.60 2.59 2.27
CHClSH• −0.87 −0.51 −0.46 −0.87
CH2SH• −0.20 0.13 0.21 0.18
CCl2 (HCO3)

• −3.56 −2.59 −2.71 −4.13
CHCl (HCO3)

• −6.04 −5.22 −5.74 −6.18
CH2 (HCO3)

• −5.36 −4.62 −5.00 −5.33

a All values used in this table were taken from [23]
b DZVP2 [104] basis set used for LDA, BPW91, and B3LYP; cc-pVDZ [105–110] basis set used for MP2
c All calculations in this table used the Gaussian98 program package [65]
d PCM model calculations [70–73] with cavity defined by united atom model [111]
e See [23] for listing of experimental values
o Experimental reference [112]
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Table 3 Gas-phase thermodynamic parameters from isodesmic reactions and G2 calculations for the polychlorinated ethylene radicals and DDT
compoundsa,b,c,d

�Ho
f (298.15 K) (kcal/mol) (isodesmic ) �Ho

f (298.15 K)
atomization

C2 radicals LDA/6-311 PBE96/6-311 B3LYP/6-311 MP2/6-311 RCCSD(T)/ G2 G2
++G(2d,2p) ++G(2d,2p) ++G(2d,2p) ++G(2d,2p) aug-cc-pVTZ

C2Cl•3 53.20 52.69 53.20 58.35 55.28 54.56 56.17
trans-C2HCl•2 58.29 58.31 58.86 62.32 59.98 59.30 60.55
cis-C2HCl•2 57.74 57.29 57.78 61.57 59.29 58.67 58.76
1, 1-C2HCl•2 62.52 61.68 61.60 64.45 62.74 62.63 63.63
trans-C2H2Cl• 67.76 66.91 66.71 68.21 67.42 67.32 67.13
cis-C2H2Cl• 68.84 68.24 68.08 69.25 68.50 68.38 68.19
1, 1-C2H2Cl• 62.62 62.82 63.51 65.57 64.22 63.61 63.42

S◦ (cal/mol-K)
C2Cl•3 79.94 80.13 79.70 78.50
trans-C2HCl•2 72.40 72.47 72.19 71.40
cis-C2HCl•2 72.48 72.55 72.24 71.57
1, 1-C2HCl•2 72.27 72.29 71.85 71.03
trans-C2H2Cl• 64.78 64.83 64.48 63.98
cis-C2H2Cl• 64.76 64.66 64.29 63.73
1, 1-C2H2Cl• 64.04 64.12 63.92 63.53

�GSCRF(kcal/mol)e

C2Cl•3 4.89 5.07 5.02 4.81
trans-C2HCl•2 2.75 2.95 2.94 2.86
cis-C2HCl•2 3.06 3.23 3.23 2.83
1, 1-C2HCl•2 3.71 3.86 3.79 3.47
trans-C2H2Cl• 2.04 2.22 2.19 2.14
cis-C2H2Cl• 1.70 1.91 1.89 1.85
1, 1-C2H2Cl• 3.46 3.60 3.65 3.51

�Ho
f (298.15 K) (kcal/mol)

Isodesmic
DDT compounds LDA/ PBE96/ B3LYP/ PBE0/ MP2/

DZVP2 DZVP2 DZVP2 DZVP2 cc-pVDZ
(C6H4Cl)2 –CH–CCl3 10.37 15.39 17.32 16.91 5.66
(C6H4Cl)2 –CH–CCl2H 12.79 16.52 17.74 17.90 7.60
(C6H4Cl)2 –CH–CCl•2 54.95 58.34 59.85 60.02(
p-C6H4Cl

)
2 –C CCl2 35.38 38.88 40.55 40.85 32.88(

p-C6H4Cl
)

2 –CH–CCl2OH −32.06 −26.12 −24.14 −24.60 −36.24(
p-C6H4Cl

)
2 –CH–CCl( O) −16.33 −13.74 −13.08 −12.12 −19.97(

p-C6H4Cl
)

2 –CH–COOH −60.41 −58.04 −57.32 −56.33 −63.56

S◦ (cal mol−1 K−1 )
LDA/ PBE96/ B3LYP/ PBE0/
DZVP2 DZVP2 DZVP2 DZVP2

(C6H4Cl)2 –CH–CCl3 140.592 141.303 138.892 138.126
(C6H4Cl)2 –CH–CCl2H 137.068 138.746 136.902 136.747
(C6H4Cl)2 –CH–CCl•2 137.028 136.795 135.349 134.621(
p-C6H4Cl

)
2 –C CCl2 138.383 139.746 138.416 137.707(

p-C6H4Cl
)

2 –CH–CCl2OH 134.911 134.843 133.59 133.112(
p-C6H4Cl

)
2 –CH–CCl (= O) 137.259 138.255 136.346 135.963(

p-C6H4Cl
)

2 –CH–COOH 135.365 136.979 134.779 134.686

�GS(kcal/mol)e

LDA/ PBE96/ B3LYP/ PBE0/
DZVP2 DZVP2 DZVP2 DZVP2

(C6H4Cl)2 –CH–CCl3 −6.12 −5.62 −5.18 −5.58
(C6H4Cl)2 –CH–CCl2H −11.76 −11.05 −10.61 −10.99
(C6H4Cl)2 –CH–CCl•2 −6.96 −6.32 −5.90 −6.24(
p-C6H4Cl

)
2 –C CCl2 1.31 1.42 1.36 1.22(

p-C6H4Cl
)

2 –CH–CCl2OH −10.61 −10.97 −10.97 −11.02(
p-C6H4Cl

)
2 –CH–CCl( O) −6.65 −5.72 −6.02 −5.95(

p-C6H4Cl
)

2 –CH–COOH −12.83 −12.48 −11.50 −11.90

a All values used in this table were taken from [22,24]
b NWChem program package [64] used for DFT calculations; Molpro program package used for RCCSD(T) calculations; Gaussian 98 program
package [65] used for G2 calculations
c 6-311++G(2d ,2p) [117,118] basis set used for LDA, PBE96, B3LYP, and MP2; aug-cc-pVTZ [105] basis set used for RCCSD(T)
d DZVP2 [104] basis set used for LDA, PBE96, B3LYP, and PBE0; cc-pVDZ [105–110] basis set used for MP2
e COSMO model calculations [74] with cavity defined by united atom model [111]
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Table 4 Gas-phase enthalpies of formation estimates based on atomization energiesa

�Ho
f (298.15 K) (kcal/mol) �Ho

f (298.15 K)
(atomization) (exp)

C1 radicals LDA/ BP91/ B3LYP/ MP2/ G2
DZVP2 DZVP2 DZVP2 cc-pVDZ

CCl•3 −31.84 16.85 40.44 41.59 17.45 14.1 . . . 19.12b

CHCl•2 −22.07 21.79 36.89 48.22 21.74 21.27. . .28.2b

CH2Cl• −8.47 29.66 36.42 55.09 27.63 24.14. . .31.31b

CH2OH• −64.90 −0.17 5.17 34.48 −3.65 2±1b

C2 radicals LDA/6-311 PBE96/6-311 B3LYP/6-311 MP2/6-311 G2
6-311++G(2d ,2p) 6-311++G(2d ,2p) 6-311++G(2d ,2p) 6-311++G(2d ,2p)

C2Cl•3 −33.87 34.52 75.90 76.70 56.17
trans-C2HCl•2 −18.31 43.33 74.30 83.37 60.55
cis-C2HCl•2 −20.60 41.25 72.48 81.31 58.76

LDA/ DZVP2 PBE96/ DZVP2 B3LYP/ DZVP2 PBE0/ DZVP2
(C6H4Cl)2 –CH–CCl•2 −395.53 4.76 175.25 72.60

a ab initio total energy values used to determine these enthalpies of formations can be found in the supplementary material of references [22–24]
b See [23] for listing of experimental values

the left- and right-hand sides of the reaction. Examples of
isodesmic reactions that have been used to estimate thermo-
chemical properties of several chlorinated hydrocarbons and
degradation reaction intermediates are

CH3L + CHx+1Cl3−x → CHx Cl3−x L + CH4 (9)

CHx+1Cl2−x L + CH•3 → CHx Cl2−x L• + CH4 (10)

CHx+1Cl2−x L + CH−3 → CHx Cl2−x L− + CH4 (11)

C2Hx+1Cl3−x + C2H•3 → C2Hx Cl•3−x + C2H4, (12)

C2Hx+1Cl3−x + C2H−3 → C2Hx Cl−3−x + C2H4, (13)

where L− = F−,OH−,SH−,NO−3 ,HCO−3 , and x = 0, 1, 2.
For larger molecules it is sometimes necessary to use more
complicated isodesmic reactions. For example, the thermo-
chemical properties of DDT compounds were estimated us-
ing

(p-C6H4Cl)2–R + 2C6H6 + CH4

→ (C6H5)2–CH2 + 2C6H5Cl+ H2 R (14)

with R ≡ CH–CCl3, CH–CCl •2 , CH– CHCl2, C
CCl2, CH–CCl2OH, CH–CCl( 0) and CH–COOH

Isodesmic reactions are designed to separate out the inter-
actions between the additive functional groups and nonbond-
ing electrons from the direct-bonding electrons by having the
direct-bonding interactions largely canceling one another.
This separation is quite attractive. Most low-level ab ini-
tio methods give substantial errors when estimating direct-
bonding interactions due to the computational difficulties
associated with electron pair correlation, whereas low-level
ab initio methods are expected to be more accurate for esti-
mating neighboring interactions and long-range through-bond
effects.

To estimate the enthalpy of formation �Ho
f (298 K) of a

compound the following approach based on isodesmic reac-
tions may be used:

1. “Invent” an isodesmic reaction which contains the un-
known compound whose �Ho

f (298 K) is needed and
other simple compounds whose�Ho

f (298 K) are known.
2. Calculate the reaction enthalpy of the isodesmic reaction

from the electronic, thermal, and vibrational energy differ-
ences at 298.15 K at a consistent level of theory.

3. The enthalpy of formation of the unknown compound is
then backed out by using Hess’s law with the calculated
reaction enthalpy and the known enthalpies of formation
of the other compounds.

In order to illustrate this strategy, we estimate�Ho
f (298 K)

for the radical C2Cl •3 using an isodesmic reaction scheme.
First, the reaction enthalpy for the following isodesmic reac-
tion containing C2Cl •3 (i.e., Eq. (12), x = 0),

C2HCl3 + C2H•3
�H isodesmic

r xn→ C2Cl•3 + C2H4 (15)

is calculated from the electronic, thermal, and vibrational
energy differences at 298.15 K at a consistent level theory.
Computed values for �Hr xn at various levels of electronic
structure theory are−0.69,−1.20,−0.69, 4.46, and 0.67 kcal/
mol, respectively for the SVWN5/6-311++G(2d ,2p), PBE96/
6-311++G(2d ,2p), B3LYP/6-311++G(2d ,2p), MP2/6-311+
+ G (2d ,2p), and G2 levels. Given that �Ho

f (298 K) of
the other three species are known from experiment (�Ho

f C2
HCl3 = 7.0 kcal/mol, �Ho

f C2H•3 = 71.0 kcal/mol, �Ho
f C2

H4 = 12.5 kcal/mol). �Ho
f (298 K) of the unknown C2Cl•3

compound is calculated using Hess’s law.

�Ho
f C2Cl•3 = �Ho

f C2H•3 +�Ho
f C2HCl3

−�Ho
f C2H4 +�H isodesmic

r xn (16)

Results for �Ho
f (298 K) at different levels of theory are

given in Table 3. This method is simple to apply as long
as selected enthalpies of formation of the C2H•3,C2H4, and
C2HCl3 are known either from experiment or high-quality
ab initio estimates.

The success of the isodesmic strategy is controlled by
several factors, including the accuracy of �Ho

f (298 K) for
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Fig. 2 Highest occupied molecular orbital (left ROHF/6-311++G(2d ,2p) calculation, right LSDA/6-311++G(2d ,2p) calculation) for π∗ structure
of C2HCl−3

the reference species, the level of the ab initio theory, the size
of basis set used to calculate the electronic energy difference,
and the accuracy of the molecular vibration corrections. One
should also bear in mind that it is often possible to use sev-
eral different isodesmic reactions to estimate the enthalpy
of formation of the same species. These different isodesmic
reactions will give slightly different results (hopefully small),
and there is no way to know a priori if one reaction is neces-
sarily better than another.

It should be mentioned that for some radical species unre-
stricted ab initio theories may fail. In particular, unrestricted
Hartree–Fock (UHF) theory and unrestricted MP2 theory
often produce fictitious states with a significant amount of
spin contamination. Such fictitious states do not give reliable
energetics and should not be used in isodesmic estimates.
For example, UMP2 calculations for the DDT radical spe-
cies (C6H4Cl)2–CH–CCl•2 contain a significant amount of
spin contamination (S2 =1.14 compared to an ideal value of
S2 =0.75), and estimating �Ho

f (298 K) using Eq. (14) re-
sulted in an inaccurate answer (95.27 kcal/mol at the UMP2
level compared to 59.48 kcal/mol at the B3LYP level). When
such problems occur, restricted open shell theories should be
used in place of unrestricted open shell theories. In general,
unrestricted density functional theory calculations do not suf-
fer from these problems. However, there are several known
examples where UDFT also predicts a significant amount of
spin contamination. An example of an UDFT failure is seen
for theπ* structure of the C2HCl−•3 . Using UDFT and UHF, a
stable π* structure is not found and the optimization always
results in a σ ∗ structure (i.e., C2HCl2–Cl− structure). We
attribute this to the spin contamination. As shown in Fig. 2,
the ROHF→UHF instability results in a highest occupied
molecular orbital that contains a significant amount of sym-
metry-breaking mixing between the π∗-like and σ ∗c–cl orbi-
tals, which in turn results in an unstable structure. Only by
using ROHF we are able to attain a stable π* structure.

2.2 Estimating thermodynamic functions

Given an optimized structure and vibrational frequencies for
a gas-phase polyatomic molecule, one can calculate various
thermodynamic functions using formulae derived from sta-
tistical mechanics [62,63]. In many cases, results from these

formulae, with accurate structures and frequencies, will often
provide more accurate values than those determined by di-
rect thermal measurements. Calculation of these formulae is
straightforward and many ab initio electronic structure pro-
grams [64,65] contain options for calculating these formulae.

For many chlorinated hydrocarbons these formulae have
been found to work well. However, for molecules with hin-
dered rotations [62,63], the situation is considerably more
complicated. In these kinds of molecules, e.g., ethane, one of
the most important internal degrees of freedom is the rota-
tion of one fragment of a molecule relative to the rest about
a single bond connecting the two parts. There are two lim-
iting cases for this kind of rotation. The first is that the bar-
rier impeding the rotation of the functional group is very
high. The second is that the rotation about the single bond
is essentially unhindered. For extremely hindered rotations,
the functional group will not rotate except at extremely high
temperatures. In this case, the rotation can be considered as a
torsional oscillation at ambient temperatures and thus can be
treated as a regular vibration in its contribution to the parti-
tion function. However, for temperature ranges where there is
nearly free rotation (the second limiting case), one must treat
the contribution to the partition function in a different way.
In order to calculate accurate thermodynamic functions for
molecules with nearly unhindered internal bond rotations, a
contribution due to each internal bond rotation needs to be
added. Although there are several ways to do this, the expres-
sions of Pitzer and Gwinn [62,66,67], which assume that the
bond rotations are unhindered, work well in many cases. In
spite of the simplicity of this approximation, it has been dem-
onstrated that this assumption only slightly overestimates the
entropy of a hindered bond rotation.

A more direct way to handle hindered rotations is to
explicitly solve for the energy levels of the rotational
Schrödinger equation of each rotor and then use this as input
into a canonical partition function of the bond rotation. The
rotational Schrödinger equation for a rotor is written as [63,
68]

−h̄2

2Ir

∂2ψ

∂2ϕ
+ V (ϕ)ψ = εψ (17)

where Ir is the reducedmomentof inertia, and V (φ) is the rota-
tionalpotential.Formoleculescontainingasingle topattached
to a rigid frame, the reduced moment of inertia is [62,66]
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Ir = Itop

[
1− Itop

(
λtop−A

IA
+ λtop−B

IB
+ λtop−C

IC

)]
(18)

with Itop the moment of inertia of the top itself, λtop−A the
cosine of the angle between the axis of the top and the axis
of the principle moment of inertia IA of the whole molecule,
and λtop−B and λtop−C the projections of the top axis onto the
axes of the other principle moments of inertia IB and IC . The
rotational potential energy surface, V (φ), can be mapped out
using electronic structure energy calculations in dθ rotating
increments (360◦/dθ points). The energy levels of the rota-
tional Schrödinger equation can be solved in a variety of ways
[69]. In a previous work [22] we found that the Eq. (21) could
readily be solved by fast Fourier transforming the extended
rotational potential energy surface

Ṽ (k) = 1

N

N−1∑

i=0

V (i)ei 2π jk
N (19)

and then diagonalizing the following Hamiltonian matrix us-
ing N points (high-frequency modes of the rotational poten-
tial energy surface can be set to zero by linearly interpolating
V (φ) to use N points).

H(i, j)

=






1
2Ir

i2δi, j+Ṽ (mod [i− j, N ]), for 0≤ i≤ N
2 , 0≤ j≤ N

2
Ṽ (mod [i − j + N , N ]), for 0≤ i≤ N

2 ,
N
2< j<N

Ṽ (mod [i − N − j, N ]), for N
2< i<N , 0≤ j≤ N

2
1

2Ir
(i − N )2 δi, j for N

2< i<N , N
2< j<N

+Ṽ (mod [i − j, N ])
(20)

to obtain rotational energy levels, εi . A large number of rota-
tional levels (N > 1,000) are needed to ensure that the cal-
culation of the canonical partition function is converged.

The entropy and internal energy correction of the rotor is
then calculated by using the following formulae [62].

Qrotor =

N−1∑

i=0
e−

εi
RT

σ
(21)

Urotor = RT 2 d (ln Qrotor)

dT
(22)

So
rotor = R ln Qrotor + RT

d (ln Qrotor)

dT
(23)

where σ is the number of indistinguishable positions of the
rotor (e.g., σ = 3 for the R1 = CCl3 rotor).

2.3 Estimating solvation energies

Solvent effects can be estimated by using the self-consis-
tent reaction field (SCRF) theories of Tomasi et al. (PCM)
[70–73] or Klampt and Schüürmann (COSMO) [74]. SCRF
theory can be combined with a variety of ab initio electronic

structure calculations, including DFT with the LDA, BP91,
and B3LYP functionals, and MP2. Despite the approximate
treatment of solvation in this approach, it and others like it
have been shown to give hydration energies of many neutral
molecules within a few kcal/mol as compared to experiment
[70,73,75–79].

In SCRF theory the solvation energies for rigid solutes
that do not react strongly with water are approximated as a
sum of noncovalent electrostatic, cavitation, and dispersion
energies. Several ways have been proposed to calculate these
contributions. For the electrostatic energy, the solvent, in this
case H2O, is represented by an infinite homogeneous con-
tinuous medium having a dielectric constant of 78.3, and the
solute is represented by an empty cavity, inside which the sol-
ute’s electrostatic charge distribution is placed. This approach
self-consistently minimizes the electrostatic energy by opti-
mizing the polarization of the continuous medium and charge
distribution of the solute. The cavitation and dispersion con-
tributions to the solvation energy are less straightforward to
handle because the interactions take place at short distances.
There are several proposed ways to do this [71,73,75,80–84].
One of the simplest approaches for estimating these terms is
to use empirically derived expressions that depend only on
the solvent accessible surface area. A widely used parame-
terized formula of this type has been given by Sitkoff et al.
[83]

�Gcav+disp = γ A+ b (24)

where γ and b are constants set to 5 cal/mol-Å2 and 0.86 kcal/
mol, respectively. Sitkoff et al. fit the constants γ and b to
the experimentally determined free energies of solvation of
alkanes [85] by using a least-squares fit. A shortcoming of
this model is that it is not size extensive and cannot be used
to study dissociative processes. Another popular formula,
which is size extensive, has been suggested by Honig et al.
[82]

�Gcav+disp = γ A (25)

where A is the solvent accessible surface area and γ is a con-
stant set to 25 cal/mol-Å2 . The solvent accessible surface area
in Eqs. (28) and (29) is defined by using a solvent probe with
a radius of 1.4 Å rolled over the solute surface defined by van
der Waals radii (i.e., H=1.2 Å, C=1.5 Å, O=1.4 Å, Cl=1.8 Å).
The Gaussian 98 program package [65] also contains a pop-
ular method to yield these terms. The approach here esti-
mates these terms using expressions derived from statistical
mechanical models of fluids, where the dispersion and repul-
sion contributions were calculated using the method of Floris
et al. [71] and the cavity formation contribution was calcu-
lated using the scaled particle theory of Pierotti [80].

Calculated SCRF free energies of solvation cannot be
directly compared to thermodynamic tables because the stan-
dard state in the gas phase for the SCRF model is 1 mol/L at
298.15 K rather than at 1 bar of pressure at 298.15 K. How-
ever, the SCRF model is easily changed to the usual standard
state convention by using the Gibbs–Duhem relation,

d
(µ

T

)
=

(
U

N

)
d

(
1

T

)
+

(
V

N

)
d

(
P

T

)
, (26)



290 E.J. Bylaska

and the following formulae for a simple ideal gas.

P

(
V

N

)
= RT (27)

(
U

N

)
= const× RT (28)

Integration of Eq. (26) results in the following conversion
formula

µ− µ0 = −const× R ln

(
U
N
U0
N0

)

− RT ln

(
V
N
V0
N0

)

, (29)

and evaluating with the values of
(

V0
N0

)
= 8.3144 J

mol−K
×298.15 K

bar×105 Pascal
bar

×103 L
m3 = 23.798 L

mol and
( V

N

) = 1.0 L
mol along with

U = U0 gives

µ− µ0 = −RT ln

(
V
N
V0
N0

)

= −
(

1.986
cal

mol− K

)
(298.15 K)

× ln




1 L

mol
24.798 L

mol





= 1.9 kcal/mol. (30)

Simply adding 1.90 kcal/mol to the SCRF free energy of sol-
vation is all that is needed to change to the usual gas-phase
standard-state convention of 1 bar of pressure at 298.15 K.
For charged solutes, comparisons are less straightforward
[23,27,28,86]. Thermodynamic tables report free energies
of formation for charged solutes or electrolytes in solution
relative to H+(aq), with the convention that the free energy of
formation of the solvated proton is zero at every temperature
[87,88].

�G0
f

(
H+(aq)

)
= 0 (31)

This means that the absolute solvation free energy of a charged
solute cannot be calculated by using thermodynamic tables.
However, if the true free energy of the hydrogen electrode
process

1

2
H2(g)→ H+(aq) + e−(g), �Gr xn = −E0

H (32)

is known, then the solvation energy of a charged solute at
298.15 K can be found by subtracting the absolute free energy
of the hydrogen electrode process, i.e.,

�Gs
(
X−

) = �G0
f

(
X−(aq)

)
−�G0

f

(
X−(g)

)

+
{
−E0

H −
(
�G0

f

(
H+(aq)

)
+�G0

f

(
e−(g)

)

−1

2
�G0

f

(
H2(g)

)
)}

(33)

Similarly, SCRF-calculated solvation energies,�GSCRF
(
X−

)
,

can be used to calculate the free energies of formation �G0
f(

X−aq

)
at 298.15 K in the electrolyte standard state used by

thermodynamic tables [27].

�G0
f

(
X−(aq)

)
= �GSCRF

(
X−

)+�G0
f

(
X−(g)

)

−
{
−E0

H −
(
�G0

f

(
H+(aq)

)
+�G0

f

(
e−(g)

)

−1

2
�G0

f

(
H2(g)

)
)}

(34)

The exact value for E0
H remains unknown despite exten-

sive experimental and computational efforts. However, Tis-
sandier et al. [89] have recently reported a value of�Ghyd

(
H+

)

H+(g)→ H+(aq) (35)

of−263.98 kcal/mol at 298.15 K which can be used to approx-
imate E0

H. In addition, Zhan and Dixon [90] have also re-
cently estimated the value of�Ghyd

(
H+

)
by using the latest

developments in electronic structure theory including sol-
vation effects. In this work, high-level ab initio electronic
structure calculations were performed by using a supermol-
ecule-continuum approach. In the supermolecule-continuum
approach, part of the solvent surrounding the solute was
treated quantum mechanically and an SCRF model approx-
imated the remaining bulk solvent. With this approach, the
calculated results can systematically be improved by increas-
ing the number of quantum mechanically treated solvent
molecules. �Ghyd

(
H+

)
at 298.15 K was calculated to be

−262.4 kcal/mol in good agreement with the value of
Tissandier et al. [89].

The value suggested by Tissandier et al. [89] gives an E0
H

value of 98.6 kcal/mol at 298.15 K, based on the following
equation.

E0
H = �Ghyd

(
H+

)+
(
�G0

f

(
H+(g)

)
−�G0

f

(
H2(g)

))

= −263.98+ 362.58 kcal mol−1

= 98.6 kcal mol−1 (36)

Using this value along with the values of �G0
f (H
+
(aq)),

�G0
f (e
−
(g)),and �G0

f (H2(g)), we can simplify Eqs. (33) and
(34) as

�Gs
(
X−

) = �G0
f

(
X−(aq)

)
−�G0

f

(
X−(g)

)

−98.6 kcal mol−1 (33a)

�G0
f

(
X−(aq)

)
= �GSCRF

(
X−

)+�G0
f

(
X−(g)

)

+98.6 kcal mol−1 (34a)

2.4 Reaction energies for the degradation reactions
of 4,4′-DDT

With all of the calculated values described above, energetics
of possible pathways can be estimated. The results shown in
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Table 5 Heats of reaction (kcal/mol) for hydgrogenolysis in the aqueous phasea,b

DDT reactions LDA/DZVP2 PBE96/DZVP2 B3LYP/DZVP2 PBE0/DZVP2

4, 4′-DDT+ e− −59.10 −60.31 −61.03 −60.38
→ (C6H4Cl)2–CH–CCl2 + Cl−
(C6H4Cl)•2–CH–CCl2 + H+ + e− −106.09 −106.53 −106.52 −106.63
→ 4, 4′-DDD
4, 4′-DDT+ e− + H+ −165.16 −166.53 −167.53 −167.00
→ 4, 4′-DDD+ Cl−
4, 4′-DDT+ OH− −29.43 −31.11 −32.22 −31.33
→ (p-C6H4Cl)2–C CCl2 + H2O+ Cl−
4, 4′-DDT+ OH− −36.56 −36.70 −37.41 −27.12
→ (p-C6H4Cl)2–CH–CCl2OH+ Cl−
(p-C6H4Cl)2–CH–CCl2OH −43.40 −45.35 −46.80 −45.36
→ (p-C6H4Cl)2–CH–CCl( O)+ H+ + Cl−
(p-C6H4Cl)2–CH–CCl( O)+ OH− −39.90 −40.88 −39.45 −39.98
→ (p-C6H4Cl)2–CH–COOH
4, 4′-DDT+ 2OH− −119.86 −122.93 −123.66 −122.46
→ (p-C6H4Cl)2–CH–COOH+ H+ + Cl−

R − Cl + e− → R + Cl−Reactions LDA/6-311++ PBE96/6-311++ B3LYP/6-311++
G(2d,2p) G(2d,2p) G(2d,2p)

C2Cl4 + e− → C2Cl•3 + Cl− −47.16 −47.54 −46.97
C2HCl3 + e− → trans-C2HCl•2 + Cl− −41.39 −41.20 −40.57
C2HCl3 + e− → cis-C2HCl•2 + Cl− −41.66 −41.96 −41.38
C2HCl3 + e− → 1, 1-C2HCl•2 + Cl− −36.17 −36.86 −36.88
trans − C2H2Cl2 + e− → trans − C2H2Cl• + Cl− −37.29 −37.98 −38.10
cis − C2H2Cl2 + e− → cis − C2H2Cl• + Cl− −37.32 −37.69 −37.76
1, 1-C2H2Cl2 + e− → 1, 1-C2H2Cl• + Cl− −42.20 −41.89 −41.08

a Experimental aqeuous free energies used �Go
f

(
e−

) = 64.0 kcal/mol (from �GS = −36.6 kcal/mol [119,120], Eo
H = 98.6 kcal/mol-see text),

�Go
f

(
Cl−

) = −31.36 kcal/mol [88], �Go
f

(
Cl−

) = −37.58 kcal/mol [88]
b All values used in this table were taken from [22,24]

Table 7 are the aqueous-phase Gibbs free energies of reac-
tion for the hydrogenolysis (Eqs. (1–3)), dehydrochlorination
(Eq. (4)), and hydrolysis (Eqs. (6–8)) reactions for 4,4′-DDT
and its metabolites: (p-C6H4Cl)2–CH–CCl3, (p-C6H4Cl)2
–CH–CCl•2, (p-C6H4Cl)2–CH–CHCl2, (p-C6H4Cl)2–C
CCl2, (p-C6H4Cl)2–CH–CCl2OH, (p-C6H4Cl)2–CH–CCl
( O), and (p-C6H4Cl)2–CH–COOH. Even though differ-
ences of up to 12 kcal/mol were seen for the DDT compounds
in the values of�Ho

f (298.15 K) predicted from different ab
initio methods, the relative differences between the methods
were significantly smaller. As a result, the relative energy
differences and overall reaction energies were found to be
consistent within a few kcal/mol. The largest standard devi-
ation in reaction energies was 1.93 kcal/mol for the overall
hydrolysis reaction (4, 4′-DDT + 2OH− → (p-C6H4Cl)2 −
CH–COOH + H + Cl−). The largest absolute difference
was 4.98 kcal/mol between the SVWN5/DZVP2 and B3LYP/
DZVP2 reaction energies of overall hydrolysis reaction.

Results such as this demonstrate that ab initio electronic
structure methods can be used to calculate the reaction ener-
getics of a potentially large number reactions involving or-
ganic compounds in solution, including large and complex
molecules such as 4,4′-DDT for which experimental data are
unavailable, and can be used to help identify the potentially
important environmental degradation reactions. Finally, it
is important to emphasize that the thermodynamic quan-
tities presented here are studies to determine if a reaction
is even allowed or not. Equally important in understanding

these reactions are the height and shape of kinetic barriers
existing between the reactants and products including the
role of solvent on the reaction pathways.

3 Estimating the kinetics of dissociative electron
attachment

Dissociative electron attachment (DEA) reactions, Eq. (2),
involve the attachment of an electron in which a bond is
simultaneously broken [9,10]. Two possible mechanisms have
been identified for Eq. (2): a stepwise mechanism and a con-
certed mechanism [91,92]. In the stepwise mechanism, the
electron transfer forms a stable radical anion intermediate
that subsequently undergoes dissociation.

RCl+ e− ←→ RCl•− → R• + Cl− (37)

In the concerted mechanism, ET and dissociation occur simul-
taneously.

RCl+ e− → R• + Cl− (38)

It is not known which reaction mechanism is pertinent for
many PCHs, as it depends on several factors including the
type of PCH, the type of solvent, and the strength of the
reductant. In this section we illustrate how computational
chemistry methods can be used to determine activation bar-
riers for the concerted pathway. However, methods discussed
here can be extended to characterize the stepwise mechanism.
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The activation energy of a concerted DEA reaction of
PCHs in the gas phase can be estimated by finding the cross-
ing point of the dissociation potential energy curves for the
neutral R–Cl and the radical anion R–Cl−• as a function of
the C–Cl bond length [32,34,93]. The physics of concerted
DEA is illustrated in Fig. 3. The red curve is the dissociation
potential energy surface for a generic C–Cl bond in chloro-
carbons plus the energy of an electron in vacuum (which is
set to zero). The binding energy varies considerably with the
chlorocarbons (∼ 65 kcal/mol for CCl4 and ∼ 92 kcal/mol
for C2Cl4). The blue curve is the dissociative potential energy
surface for the C–Cl bond of the anion upon an attachment
of an electron. The anion structure is not stable in the DEA
reaction, suggesting that the electron transfer occurs when
the neutral molecule adopts a structure close to the one at the
crossing point, at which point it captures the electron and then
dissociates into a chlorocarbon radical and a chloride ion. It
should be mentioned that other reducing agents, besides the
free electron, can be included into the model by simply add-
ing a constant to the neutral curve [91,93]. Furthermore in
this theory the height of the activation barrier is highly depen-
dent on the strength of the reducing agent, where the barrier
increases as the energy of the electron increases and decreases
as the energy of the electron decreases. A limitation of this
model is that it does not explicitly include the zero point and
entropic changes associated with the other vibrational modes
besides C–Cl stretch. However, the other vibrational changes
that are orthogonal to the C–Cl vibrational mode ought to be
small, since the primary zero point and entropic changes dur-
ing the course of the reaction will be associated with C–Cl
stretch.

Fig. 3 Illustration of curve crossing in dissociative electron-transfer
modeling

Even though the above strategy is simple, care must be
taken in the choice of ab initio theory used to calculate the
potential energy curves. Previous work has shown that the
activation energy or “crossing point” for the DEA reaction in
the gas phase is highly dependent on the ab initio level, and
several authors have suggested that high-level ab initio cal-
culations are needed in order to get accurate results [32,33,
94–96] . An example of calculated dissociation curves for the
neutral and radical anion species of chloroethylene, C2H3Cl,
at a variety of ab initio and DFT levels are shown in Fig. 4.
Figure 4 shows that the level of theory does not have a sig-
nificant effect on the neutral curves near the minimum (1.6 Å,
. . ., 2.1 Å ). The same is not true for the anion curves. This is
not that surprising since it is well known that many ab initio
theories fail to correctly describe the interaction between a
radical and a closed shell anion. Relative to the highly accu-
rate RCCSD(T)/aug-cc-pVTZ curve the lower-level theories
have a considerable amount of error.

Interestingly, the RCCSD(T)/aug-cc-pVTZ and B3LYP/
6–311++G(2d ,2p) curves parallel each other. This trend is
also seen for the other chlorinated ethylenes (not shown),
which suggests that a correction scheme may be used to
correct the B3LYP/6–311++G(2d ,2p) curve. The LDA/6–
311++G(2d ,2p) and PBE96/6–311++G(2d ,2p) curves are
quite different and a simple correction scheme will not be
able to generate accurate anion curves. We have found that
the accuracy of anion curves can be improved by correcting
for the errors in the C–Cl bond dissociation energy and the
electron affinity of chlorine.

�χ = De(C–Cl)high-level-theory

−De (C–Cl)low-level-theory

− (
E A(Cl)exp − E A(Cl)low-level-theory

)

Figure 5 shows the B3LYP/6-311++G(2d ,2p) and RCCSD
(T)/ aug-cc-pVTZ curves using the �χcorrection, where
De(C–Cl)high-level-theory is estimated using the isodesmic
reaction scheme discussed in the previous section.

It should also be mentioned that the anion curves at small
distances, below the crossing point, are not accurate represen-
tations of the diabatic state. As was previously pointed out by
Bertran et al. [32] and others [31,95,97–102], ab initio elec-
tronic structure calculations do not give reliable anion curves
at RC−Cl distances significantly smaller than the crossing
point of the reaction profiles. The problem is that when the
radical anion is less stable than the neutral system, the radical
anion will physically prefer to be a neutral molecule plus a
free electron. However, a complete switching over to the adi-
abatic state is not seen because the basis sets are incomplete.
Rather, our results show that the anion curve plummets down
and parallels the neutral curve at small distances. Following
the electronic state of the anion as a function of RC–Cl, it
was found that an extra electron occupied a σ* antibonding
orbital at large distances, whereas for the nondiabatic part of
the curve, a π* antibonding orbital was occupied instead.

Solvent effects can be included by using continuum sol-
vations models [70–75] or by explicitly adding solvent [31].
When the solvent effects are included the neutral curve is



Estimating the thermodynamics and kinetics of chlorinated hydrocarbon degradation 293

Fig. 4 Gas-phase potential energy curves for top-neutral C2HCl3 and bottom-radical anion C2HCl−•3 calculated at B3LYP/6-311++G(2d ,2p),
LDA/6-311++G(2d ,2p), PBE96/6-311++G(2d ,2p), and RCCSD(T)/aug-cc-pVTZ

not significantly affected, whereas the anion curve is dramat-
ically stabilized [31–33,97,103]. This is expected since the
solvation energy of a chloride is −75 kcal/mol. However, in
aqueous reduction reactions this stabilization is countered by
the energy required to extract an electron from reducing spe-
cies to the gas phase, since the neutral curve was generated by
setting the energy of the electron to zero. Figure 6 shows the
relationship between the activation barrier and the strength
of the reducing agent for aqueous C2H3Cl.

4 Conclusions

Molecular modeling has advanced to the point that it can
be used to calculate the reaction energetics and kinetics of

a potentially large number of organic compounds in solu-
tion, including radical and anionic compounds for which
experimental data are unavailable, and can be used to help
identify the potentially important environmental degrada-
tion reactions. In this paper, results for the thermochemical
properties �Ho

f (298.15 K), S◦ (298.15 K,1 bar), and �GS
(298.15 K, 1bar) of a large number of PCHs were presented.
Furthermore, it was shown how ab initio electronic structure
theory, isodesmic reactions schemes, canonical ensemble en-
tropy formulas, and self-consistent reaction field theory can
be used to reliably estimate the thermochemical properties
�Ho

f (298.15 K), S◦ (298.15 K,1 bar),and �GS (298.15 K,
1 bar) of PCHs. From these thermochemical data the ener-
getics of the several degradation reactions can be estimated.
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Fig. 5 Corrected gas-phase potential energy curves for radical anion C2HCl−•3 calculated at B3LYP/6-311++G(2d ,2p) and RCCSD(T)/aug-
cc-pVTZ

Fig. 6 Activation free energy versus the strength of the reductant for C2H3Cl. The reductant potential is defined as the energy taking an electron
from the reductant to the gas phase (e.g., solvated electron = 34.6 kcal/mol)

A strategy for estimating the activation barrier for the con-
certed electron transfer reaction was also presented. In this
strategy the activation energy is determined by finding the
crossing point between of the dissociation potential energy
curves for the neutral R–Cl and the radical anion R–Cl•− as
a function of the C–Cl bond length. The accuracy of the acti-
vation barrier was found to be highly sensitive to the level
of ab initio theory. This is not that surprising since it is well
known that many ab initio theories fail to correctly describe
the interaction between a radical and a closed shell anion (R–
Cl•− ). However, we have found that the anion curve gener-
ated by lower-level B3LYP calculations parallels high-level

CCSD(T) calculations and that the accuracy of the B3LYP
anion curves can be improved by correcting for the errors in
the C–Cl bond dissociation energy and the electron affinity
of chlorine.
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